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RQ1: Roofline Understanding CUT

CoT example 1 (shown below):

Question: Given a GPU having a global memory with a max bandwidth
of 45.9 GB/s and a peak performance of 52.22 GFLOP/s, if a program
Question < | executed with an Arithmetic Intensity of 0.6 FLOP/Byte and a perfor-
mance of 19.4 GFLOP/s, does the roofline model consider the program
\. | as compute-bound or bandwidth-bound?
7~ | Thought: The max bandwidth is 45.9 GB/s, and peak performance is
Optional 52.22 GFLOP/s. The balance point is at 52.22 / 45.9= 1.14 FLOP/Byte. The

CoT < program’s Arithmetic Intensity is 0.6 FLOP/Byte. Because 0.6 < 1.14, it is
before the balance point, putting the program in the bandwidth-bound

Motivation

Trend 1: Large Language Models (LLMs) are becoming ubiquitous in Software Development. Experimental Setup

* 120CB + 120 BB prompts
* Random Rooflines + Al values
e 2,4, and 8-shot examples

* Fixedtemp=0.1,top_p=0.2
Evaluation metric: accuracy
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T region. The roofline model would consider the program as bandwidth-
o+ a3 B welelallal= | reen
Results: Response{ Answer: Bandwidth
. . . . o . \_ CoT examples 2-8 [redacted] C U T
Trend 2: Not many Performance Analysis sub-fields using LLMs for GPU execution profiling/analysis Model Name Reasoning RO1Acc. RQ1CoT Acc. | Question: Given a GPU having a global memory with a max bandwidth
Target of 99.9 GB/s and a peak performance of 73.45 GFLOP/s, if a program
. . . .. & < executed with an Arithmetic Intensity of 1.55 FLOP/Byte and a perfor-
Compiler Debugging Log Parsing HPC Advising Source Code Source Code 03-mini-high ¥4 100 100 Query mance of 32.8 GFLOP/s, does the roofline model consider the program
Optimization Assistants Tools Transpilation Optimization o1 % _ _ \_ | as compute-bound or bandwidth-bound?
% \“gi‘;‘ o - 03-mini v 100 100 S
$ih) P gpt-4.5-preview - - Flndlngs
Trend 3 01-mini-2024-09-12 v 100 100 * All models have a reasonably-good
ren : . . . _ . . gemini-2.0-flash-001 91.25 92.50 understanding of Al
* New GPU hardware is becoming increasingly inaccessible (due to datacenter demand) apt-40-2024-11-20 91.25 96.25 . Reasoning models have good
* Existing LLM-based GPU-code optimization works assume hardware access for profilin t-40-mini 90.00 100 —
8 P P 8 L prediction accuracy w/ and w/out CoT
gpt-40-mini-2024-07-18 90.00 100

* 2 examples was often sufficient

Typical LLM-based code optimizers:

Unoptimized Profile LLM optim.
Code Performance suggestions

Ic 2 RQ2: Source Code Classification

Experimental Setup

RQ2 Prompting Template (see paper for full prompt)

Trend 1
Trend 2 99 ldea: Can LLMs predict GPU code performance without the need for profiling?

¢ 170 CB + 170 BB CU DA/ OMP COd es ¢~ | [omitted context-setting beginning of prompt] C UT
Trend 3 % [ 2_Shot examples Pseudo-code Provide only one word as your response, chosen from the set:
* ExecutionTime ¢ Bytes Read/Written . Fixed ~0.1 - 0.9 < | C’compute’, ’Bandwidth’1.
P ible Metrics: Ixed temp = 0.1, top_p = 0. examples
0SSl - o« FLOP/s e FLO P/Byte . . Examples:
. _ Evaluation metric: accuracy
e Cache Misses * Instructions/Cycle Example 1:
Kernel Source Code (simplified):
Problem: LLMs are traditionally BAD at regression tasks Results: B e b e
y 8 A Roofline Performance Model: alil = alil] + blil;
Model N R i Input/Output ROZ A }
Solution: Focus on a simple classification task instead! Batance Point odel Name CASOMINg . <t (IM tokens) 22 € Response: Gompue
Peak Flop/s ' :
Proven LLM Proposed : S 03-mini-high v $1.1/$4.4 64.12 SR
e . l Kernel S Code (simplified):
Classification Tasks Classification Task %_ . o1 4 $15 /%60 64.12 e (simplified)
™ & I: ° 03-mini v $1.1/%4.4 62.06 load_data(large_array);
Sentiment Al’lthmetIC IntenSity (AI) % O : gpt-4 . 5—preVieW $75 / $150 59.71 z;zi:szggztigi;gg:;i;;iy)’
. 1 © | - - ’
analysis Bandwidth/Compute £ OQY i 01-mini-2024-09-12 v $1.1/$4.4 59.64 )
BoundedneSS g (BB) :I (CB) geminl—Z.O—flaSh—OQT $01 /$0.4 55.59 Response: Bandwidth
Bandwidth—bou{ nd : CO; mpute-bound gpt-40-2024-11-20 $2.5/ %10 52.06 Now, analyze the following source codes for the requested kernel of the
J . : gpt-4o0-mini $0.15 / $0.6 50.59 _ | specified hardware.
etection ! .. Classify the [language] kernel called [kernel name] as Bandwidth or
Arithmetic Intensity (F|0p:'Byte) * gpt-40-min1-2024-07-18 $0.15/ $0.6 50.29 4 Compute bound. The system it will execute on is a [GPU model] with:
Figure credit: SAM WILLIAMS Roofline Lecture * peak single-precision performance of [X] GFLOP/s C U T
GPU e peak double-precision performance of [X] GFLOP/s
FI nd | ngS specs < e peak integer performance of [X] GINTOP/s
] . . ] \_ e max bandwidth of [X] GB/s
* Non-reasoning models are akin to a coinflip ~ | The block and grid sizes of the invoked kernel are (XY,Z) and (X.Y,Z),
° .. . .. respectively. The executable running this kernel is launched with the
Re searc h Q uestions » Similar CUDA/OMP prediction accuracy following comnandHline arguments: ESVENEEERER]
e Room forim provement with 03'm|n|'h|gh Below is the source code of the requested [language] kernel:
[concatenated source code files]

achieving highest accuracy of 64%

How well can LLMs classify the Arithmetic Intensity (Al) of GPU codes?

RQ1 (Baseline Roofline Classification)

 Giventhe GPU Roofline specs and an explicit Al value, can an LLM correctly classify the C 2
value as BE/CB? onclusions

Roofline Specs ™

- - LLM , ,
Random Point ( “bandwidth-bound (BB)” * SOTA LLMs do understand the Roofline Model for GPU performance analysis
® s ) or
(X FLOP/Byte, Y FLOP/s) N )

[

Perf. (FLOP/s)

compute-bound (CB)” * SolA LLMs can predict parallel code performance —when limited to classifying
Arithmetic Intensity (Al) of CUDA/OpenMP programs

- Al (FLOP/Byte) _J

RQ2 (Source Code Classification) . . o o
 Given the source code, necessary execution specs, and minimal instructions, can an LLM * Reasoning-equipped LLMs (e.g.: 03-mini-high) offer significantly better

correctly classify the program as BB/CB? classification accuracy when compared to non-reasoning LLMs
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Major Shortcomings: We currently have some success in applying
. g : Question Decomposition to estimate FLOPs
* Binary classification

L . - I
Single-prompting approach Souroe Code LLM task 1 o

/ Estimate
LLM task 2

Arithmetic Intensity N

Built + Profiled: NVIDIA RTX Perf. Metrics (FLOP/Byte)

170 CUDA + 170 OpenMP 3080 GPU SPFLOP (FP32), | | |

3) Balance dataset w.r.t:
HeCBench Codes Wi DPFLOP (FPE4), ) Bytes

- tN Empirical LLM-Estimated % Diff
INTOP, token count, language, Al class FLOP Count o oo argetName | £ opPcount | FLOP Count S

Al for each kernel

O zjin-lcf / HeCBench P resize-cuda 16779307 16777216  0.012%
2) Profile 1< . - zerocopy-cuda 1050389 1048576 0.17 %
rofile 15" execution .
) -’— What if the LLMs could iso2dfd-cuda 54419825 53196468 2.24 %
- of one kernel-per-code

estimate these values for us? nlll-cuda 6006 6273 4.44 %

LLM task 3

https://github.com/zjin-lcf/HeCBench

my_header.h

& |ulesh-cuda-[applyMaterialPropertiesForElems]-report.ncu-rep x

Language

Result Size Time Cycles GPU k )

/* source code here X/ Current 698 -appl~ V ~ (81921, 1)x(256,1,1) 2.63ms 3,784,175 0 - NVIDIA GeForce } baCkprOp'CUda 3080240 30801 92 0.001 %
1 ) C O n C ate n ate Summary Details Source  Context Comments Raw i

— t3 @ This table shows all results in the report. Double-click a result to see detailed metrics. Doublg

eaCh kernelS’ my_cuda_kernels.cu

ID 0 L T T T T T
. - Estimated Speedup 5.62 5.50
S O u rC e f I le S fo r /* source code here x/ Function Name applyMaterialPropertiesForElems ...pertiesForElems 0 2 0 0 0 400 0 60 0 0 80 0 0
Demangled Name applyMaterialPropertiesForElems(co... applyMaterialPro... N um be r of TO ke ns

prompting Acknowledgements

Runtime Improvement (292134) 0.15 0.14

Compute Throughput 8614 86.20 B Bandwidth-Bound ~ EEE Compute-Bound

main.cu Memory Throughput 10.47 10.51
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https://crd.lbl.gov/assets/Uploads/roofline-intro.pdf
https://github.com/zjin-lcf/HeCBench

