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* |ntroduction on Platform Computing

— Platform solutions for HPC In research and
Industry

 The best of Grids and Clouds
— Managing the dynamic Datacenter
e Introducing Platform DDC

— Dynamics from the Cloud — Performance from
the Grid

e Summary
e Sorry, not today: Green datacenter

http://www.oqf.org/OGF25/materials/1654/Enerqgy+QOptimization+of+Existing+Datacenters+-
+Bernhard+Schott+-+Platform.pdf
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Platform  Platform Computing

e Recognized leader and pioneer In
Grid computing and HPC

— 17 years solving the most challenging enterprise
distributed computing problems

— Global offices, resellers and partners
— 24x7 worldwide service, support, and consulting

— Continual innovation in new product development &
open standards

— Growing and profitable since its inception

Winner of Gariner’s “Cool Vendor, 2006”
Platform Computing awarded “Cool Vendor in IT Operations Mgmt, 2006”

Plattorm Computing in Top 10 Virtualization Vendor to Watch in 2008:
http: //www.cio.com/article/160951
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Platorm  Industries Served by Platform

Electronics,_ BAtglEUCLINg  Industrial

™ /
* 4

« AMD * BNP * Airbus * Agip * CERN * Abott Labs

* ARM « Citigroup * BAE Systems * BP » DoD, US » AstraZeneca

* Broadcom * Fortis * Boeing * British Gas * DoE, US * Celera

» Cadence * HSBC * Bombardier » China Petroleum * ENEA * DuPont

* Cisco » KBC Financial » Deere & Company + ConocoPhillips * AWE * Eli Lilly

* Infineon * JPMC  Ericsson * EMGS » Georgia Tech » Johnson &

» MediaTek e Lehman e Honda » Gaz de France  Harvard Medical Johnson

« Motorola Brothers « General Electric * Hess School * Merck

« NVidia * LBBW « General Motors « Kuwait Oil » Japan Atomic * National Institutes
« Qualcomm * Mass Mutual « Goodrich « PetroBras Energy Inst. of Health

« Samsung * MUFG « Lockheed Martin ~ « Petro Canada * MaxPlanck Inst.  + Novartis

« Sony * Nomura « Nissan « PetroChina * MIT * Partners Health
» ST Micro * Prudential  Northrop Grumman « Shell * SSC, China Netwo_rk

* Synopsys * Sal. Oppenheim .« pratt & Whitney * StatoilHydro » Stanford Medical Phar5|ght

o« TI * Sociéte . Toyota - Total * TACC " Plizer _

» Toshiba Générale » Volkswagen * Woodside * U. Tokyo * Sanger Institute

» Washington U.

Other Industries
AT&T Bell Canada DreamWorks Animation SKG GE
IRI Telecom ltalia Telefonica Walt Disney Co.
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Platform Solutions with Partnhers

D&LL
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Microsoft

Q redhat

Osas

Platform OCS 5 and Platform Manager integrated in Dell cluster systems

Platform LSF, Platform Manager form key parts of Unified Cluster Portfolio

Platform enterprise solutions support a wide range of IBM HPC systems

Platform delivers first certified Intel® Cluster Ready solution, Platform OCS 5

Integrates Platform LSF and Platform Symphony in grid solutions

Platform

==zl

Platform OCS 5 powers the Red Hat® HPC Solution PARTNER

POWERED BY

OEMs Platform’s core technology in SAS® applications Platform
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Platform Delivering HPC Resources to Users

Workload
User Interfaces Management

Scheduling
Master

Platform Accelerate provides:

e Ease of use and secure Ul

« High performance workload scheduler

« Data management via Web portal or flow manager
 Fault tolerance of hardware failure

Solution components: " HPC clusters

 Platform LSF " Desktops
 Platform LSF Desktop ~ :

 EngineFrame Application

» Platform Process Manager Execution

Plafform-Accelerate €

COPYRIGHT ©2003 PLATFORM COMPUTING CORPORATION, ALL FGHTS RESERVED.
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Platform  Faster Apps, Higher Asset Utilization

When we grid enable services or applications, applications run more quickly,
asset utilization is higher and reliability comes “for free ”

USERA USERB USERC USERD

v 988 -
Ll

fedorc® m

\‘“(

sﬁ ‘ redhat

«*CentOs

I

(ﬁa cRasy nte m D&AL (&Szm

Platform LSF
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Platform  Faster Apps, Higher Asset Utilization

By scheduling workloads intelligently according to policy, Platform LSF reduces
application run-times and optimizes resource use.

Platform Accelerate & Platform LSF

COPYRIGHT @ 2003 FLATFORM COMPLUTIMG CORPORATION, ALL RGHTS RESERWED.



Platform  Multi-site Resource Sharing

« Unmatchable resource sharing
e Combine clusters into one resource pool
e Centralized control across sites

Increase productivity
« Faster turnaround
» Resource prioritization
» Better job throughput

Defer future hardware purchases
Lower operational cost through standardization
Reduce costs of downtime with high fault tolerance

Heliciines-ceicR 78  Platform LSF MultiCluster

COPYRIGHT @ 2003 FLATFORM COMPLUTIMG CORPORATION, ALL RGHTS RESERWED.
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Enterprise Grid

» Cluster B
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Platform  Simplifying User Access to HPC

e Highly customizable
job submission

* Flexible, cost-effective
integration of CAE &
Windows desktops

 Intuitive job monitoring

Frame,
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HECMPCSEECIER /B EngineFrame —
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Platform Manage, Automate Complex Workflows

B® Process Manager: Flow Editor
File Edit Wew Insert Action Window Help

CEE ol e Qe

IE untitled

1
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“irterm dst" age =10

el CUCIER /B Platform Process Manager
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 Manages data
and job flow In
one interface

« Automatically
parallelizes the
flow and
executes in
distribute
environment

e Documents the
flow to retain IP



Platform Operating HPC Systems Economically

Platform Manage
provides:
e Monitoring of multiple
S, P=0 == clusters for hosts,
Monitoring and Cluster provisioning WOI‘klOad, & ﬂOating
PO L Tt - software licenses
» Host provisioning
 Remote administration

Solution components:
 Platform RTM
 Platform Manager

* OCS

Platform N\th}ge‘_‘; !

COPYRIGHT ©2003 PLATFORM COMPUTING CORPORATION, ALL FGHTS RESERVED. 15
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Platform Automated VM Delivery and Management
Platform VMO

Self-Service VM Delivery Portal

Automation

Policy Driven
Life Cycle Dynamic Resource
Management Management
(DRM)

Resource Aware
High Availability
(HA)

Package Virtual Appliance

CIiTRIX’ @ cara | | (E) vmware
XenServer Xen ESX

ff

\ e

more....

[ VMO Maximizes ROI from Virtualization ]

COPYRIGHT ©2003 FLATFORM COMPLTING CORFORATION. ALL RIGHTS RESERWED. 6/12/2009 16



Platform  Reporting, Tracking, Monitoring

‘‘‘‘‘‘‘‘‘
.....

e |
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paic>.

Platform N\Gnc}ge%@ll Platform RTM
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Dashboard for multiple
workload management
clusters

Job profiling

Historical performance
reporting

Floating license
monitoring

Job accounting and
charge back



Platform  www.HPCCommunity.or

¥YHPC Community - Mozilla Firefox

Datei Bearbeiten  Ansicht  Chronik  Lesezeichen  Extras  Hilfe

User Mame IUser Marne

HPCCommunity.org

ws HPC Community

Home

Communities w

Forum

Community BElogs

Downloads

Remember ||

Search w

» DOWNLOADS (=)
About The HPCCommunity.org Initiative !
Mast Popular Files Downloads
The HPCCommunity.org effort is a technical community for the High Performance Computing (HPC) eanosdko1.2.3-0 .
comrmunity. We focus on:
SymphonyDE4.0.0 .., 37
# hest practise in building, operating and managing HPC clusters LSF Batch 0.05. .. %
s programming HPC clusters and Grid Install PMC bt 1%
» components of HPC clusters such as batch schedulers, cluster filesystems, cluster monitoring,
systems management including deployment and maintenance of clusters
* high performance, low latency grid middleware » Popular Tags =
* enterprise grid resource management technology
* state-of-the-art, bleeding edge research within Platform and our global research partners configuration deployment hpe
} ] : ) i ) KUSU kus kit 157 option pricing
HPCCommunity.org is sponsored by Platform Computing Corporation and is dedicated to supporting both b e i, Sk A gz
Platform Computing and non-Platform technologies. h
We aim to share with the community our technology from 15 years of leadership in High Performance syl I Ip Ony
Carmputing {HPC) and Grid and we welcome the participation of all interested parties.
Read more about HPCCommunity.org.. » Most Read Blog Posts =

Communities

Mext generation, open
source, HPC cluster
management stack, It is the
foundation of Platform 0CS5
and Red Hat HPC Solution,

GCollaborative Projects

Research into applicability of
Service Oriented Middleware
{S0OAM) ta high performance
numerical computing,

Symphony DE

Symphony Developer Edition
is a free-to-use HPC
service-oriented middleware
solution that enables
developers to quickly
improve their application’s
performance, Symphony is
used in production by major
financial services institutions.

SAPIENZA

UINTVERSITA DI ROMA

University of Rome is using

Symphony DE and a compute working on Snowflock, a

grid provided by EMEA to

parallelize numerical methods concurrent virtual clusters

far pricing European options.

SELSF

A EXIensions
LEF is the gold standard for
workload management, Here
you will find open source and
free software contributed by
the community.

UNIVERSITY o TC

University of Taranto is
systern to support multiple
running "on dermand” an a

single network to accelerate
warious HPC applications,

o

Enterprise Grid Grchestrator
{EGQ) is a policy-based
distributed resource
rmanager. The EGO
Developers’ Edition (EGO DE)
includes an SOK for
integrating software
applications with EGO,
enabling them to dynamically
share a cornmon pool of EGO
rmanaged resources,

Jilin University is
implementing

JSR2Z37 MWorkManager with
Symphony, A& JSR237
application can be
grid-enabled with minimal
changes and provide better
performancesscalability
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Research Topics in HRC (623
wiEws)

Ahout the HPCCommunity.org
initistive (373 views)

Syrnphony DE Application
Performance (351 views)

Syrnphony Applications in the

Financial Services Industry {297

wiews)

Surnrary of Syrmphony

Presentation to MSRG st U of T

(280 vigws)

» Most Read Articles

EUZU 101: What is Beowulf

=

Cluster Cormputing (Section 1.5

- 1.7) (162 views)

KEUSU 101 What is Beowulf

Cluster Computing {Section 1.3

- 1.4} {153 views}

e Open source
components
Platform LSF

e LSF Perl
extensions

e Free access to
KUSU & LAVA

« EGO-SDK

developer kit for

direct SOI access

6/12/2009
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Plattorm  Evolution of HPC Adoption

2 Utility Grid / Cloud
_‘;5 » Virtualization of services
wg « Dynamic service

o) _ provisioning

S Enterprise HPC / - On Demand, Utility

> Internal Cloud . SaaS, SOA

» Cluster-to-cluster
sharing management

* Reliable file transfer

Internet Data Centers
Powered by xSPs

-
-

1990 2015

Today
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Platform | Grids to Clouds

Cloud — “A pool of abstracted, highly scalable,
and managed infrastructure capable of hosting 4+ applications beyond HPC
end-customer applications and billed by
consumption” (Forrester)

+ Dynamic Infrastructure

(reconfigurable resources) Enterprise

Cloud

+ consumption based billing

+ sharing between
applications and
LOB’s

Enterprise
Grid
Utility

Enterprise
Grid

Compute and

Data Intensive
Applications

COPYRIGHT 2008 FLATFORM COMFUTING CORPORSTION. ALL RIGHTS RESERVED. 6/12/2009 21



Platform HPC systems, application clusters

Common Practice:
HPC resources are acquired for

specific purpose. They are typically
dedicated for single type of work

Capacity limit

» The total capacity is limited by the size of the system
or cluster

Utilization

* Provisioned for peak load

* Even if it is not fully utilized, it can’t be repurposed
for other applications

Quick Resource Provisioning

» Users compare their own HPC resource with
external “cloud”

COPYRIGHT 2008 FLATFORM COMFUTING CORPORSTION. ALL RIGHTS RESERVED. 6/12/2009 22



Platform The Concept of Cloud

resources
0 Instant resourt
availability

0 Ease of use

Providing application or compute
resource as a service

COPYRIGHT 2008 FLATFORM COMFUTING CORPORSTION. ALL RIGHTS RESERVED. 6/12/2009 23



Platform HPC: Matching Supply & Demand

COPYRIGHT 2008 FLATFORM COMFUTING CORPORSTION. ALL RIGHTS RESERVED. 6/12/2009 24



Platform HPC: Matching Supply & Demand

D ) End_Users )
M 7l
A
N
D
Cloud Environment
Dynamic resource
management
S
U
P
P
L
Y
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Platform HPC: Matching Supply & Demand

End Users

Oz>» MmO

Mixing grid & cloud:
- Workload management Cloud Environment
o Cluster management Dynamic resource

e Dynamic VM and OS management
management

» Accounting & chargeback

<H-TTTUTCW
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Platform Matching Supply & Demand

A note on heterogeneity:

» Applications require different resources:
* OS: RHEL3.x, RHEL4.x, RHEL5, SL3.5, Windows2003, ....
« Configurations, patches: mounts, permissions
* Pre-installed tools and libraries: Java, compilers, ...

» Users require applications in different version and configurations

* Legacy issue:
» “Old” applications are valuable!
» Legacy applications need older OS, tools, config, ...
 How old are your applications?

* The real world Is heterogeneous — also in HPC!

COPYRIGHT @ 2003 FLATFORM COMPLUTIMG CORPORATION, ALL RGHTS RESERWED.



Platform Internal and External Cloud

i - External Cloud
External Cloud by Service Providers el T

e CapEx reduction
e Non-mission critical SLAS

 In-house IT has limited scale, scope or
expertise

Internal Cloud by HPC Center
e CapEx and OpEXx reduction
 Maximize value of underutilized

resources
« Mission critical SLAS Organization Y

 High security requirements §§'§§

» Enterprise-specific services

 Less legal issue for application ggg-ggg

licenses

COPYRIGHT ©2003 FLATFORM COMPLTING CORFORATION. ALL RIGHTS RESERWED.
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Platform AMD HPC environment

AMDZ1

» More design, simulation &
verification — faster

 Better utilization of resources
in an always-available
computing environment

» Better products to market
faster and at lower cost

Powered by

Platiorm

COPYRIGHT @ 2003 FLATFORM COMPLUTIMG CORPORATION, ALL RGHTS RESERWED.
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Platform AMD HPC environment

AMDZ1

» More design, simulation &
verification — faster

 Better utilization of resources
in an always-available
computing environment

» Better products to market
faster and at lower cost

Powered by

Platiorm
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Platform  Citi — Corporate Shared HPC Services

Hedging

' Credit Derivs, Accting. Actuarial
n FX derives Pricing/Hedging ccling, Actuarna
v Pricing & Analysis
CI t I Counterparty

Credit Risk Operational Risk
Converts Pricing Enterprise Mkt Fraud, Apti- CRM, I?ata M.ining,
& Hedging Risk Laundering Credit Scoring

More & more apps
from LOB silos Long Running Real-time
Applications Applications

Platform LSF Platform
Symphony

Platform EGO

Powered by

Platiorm
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Platform Platform Dev Test Environment

Software build and QA environment

e A Dozen Products

« 5 dev centers distributed globally

* Products need to support 30 different x86/64 OS
Internal test cloud for x86/64 OS

* Engineers request OS through web portal

— Define environment
— Define schedule
— Define size

Resources ready in minutes vs. 2 days

— Define physical machine or VM
* Resources are provisioned automatically
* Next step: Extending the solution for technical support

and field engineers

COPYRIGHT @ 2003 FLATFORM COMPLUTIMG CORPORATION, ALL RGHTS RESERWED.
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Platform Cloud Infrastructure Requirements

Isolated application run time environment

« Different applications can run concurrently on a multi-core node/server
* Problem in one application does not affect the others
» Create personal/group cluster

Change node/server personality gg VNI
* Re-domain a server/node
» Switch OS, particularly between Windows and Linux .'g A MultiRoot

* Running a legacy OS on the latest hardware

Reduce resource fragmentation %

» Application migration

Capacity Planning

* “What if” analysis

COPYRIGHT 2008 FLATFORM COMFUTING CORPORSTION. ALL RIGHTS RESERVED. 6/12/2009 33



Platform DDC for HPC Cloud

Workload
scheduler

/

Cloud Portal v .
* Provision
G @ OS/VM HPC Systems
| « Migrate
: VM

Dynamic

provisioning

scheduler

3

OS or VM Image database

DDC extends to deploy into
multiple virtual clusters
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Platform DDC for HPC Cloud

Workload
scheduler

/

Schedule job

[r—

o

Dynamic
provisioning
scheduler

3

OS or VM Image database

DDC extends to deploy into
multiple virtual clusters
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Platform PROs & CONs of VM vs RMs

PROs - Reliability - Application Performance
- Isolated from hardware - No need to have special
» Checkpointing infrastructure
- SLA

 Quick provisioning
- Resource utilization
» Job migration

CONs - Performance cost - Application reliability
(=application cost) - Slow provisioning
Getting better - Resource utilization

- Infrastructure cost

' Conclusion: use both VMs and RMs (real machines) ‘

COPYRIGHT ©2003 FLATFORM COMPLTING CORFORATION. ALL RIGHTS RESERWED. 6/12/2009 36



Platform DDC

Pl — dynamics from the Cloud
y| — performance from the Grid




Platform DDC.: personality for compute hosts

 Multipurpose hosts — feature personality

- Hosts can be setup with multiple personalities
(OS, OS+patch+pre-installed apps, ...)

- Dynamically provisioning hosts’ personalities
based on workload demand

- Allow admin to manually change hosts’
personalities

e Control Virtual Machines (VM)
- Integration with VM server (RedHat Xen, ...)

- Dynamically provision VMs based on workload
demand (start/stop VM on a physical machine)

COPYRIGHT @ 2003 FLATFORM COMPLUTIMG CORPORATION, ALL RGHTS RESERWED.



Platform Provisioning environment supported

Dualboot/Multiboot: (Supports Windows / Linux)
Machines are pre-installed with multiple operating systems.
DDC uses network boot to select which partition to boot
Diskless booting: (Linux only)
Machines do not use local disk, instead copy an OS image
from a server at boot time
“Image” based installation: (Linux only)
Machines are re-installed each time when they are re-
purposed
Controlling VMs:

VMs are pre-installed, they can be dynamically
started/stopped based on the resource usage/demand

COPYRIGHT @ 2003 FLATFORM COMPLUTIMG CORPORATION, ALL RGHTS RESERWED.



Platform DDC Architecture concept

Manual Calendar Policy Driven /
Override Driven automatic

Workload
DDC controller is Driven
the “brains”
1 v ) v
Actions are : 3 party
performed by '\I'Dat;"e |/ PXEBoot VM\')"I\%
Platform plugins efault Mgr e.g.
v v v
4 R
Cluster Hardware
- Y,
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Platform  Platform Enterprise Grid Orchestrator

Open & Decoup

ed SOA/ SOI Arc

nitecture

HFFEFF (PP P CF
Applications
LS MDA EDA CAE FSI VM's J2EE DB’s ERP CRM BI
1 1 1 1 1 1 1 1 1 1 1
SOA
Application API/CLI API/CLI API/CLI API/CLI API/CLI
Workload 31 Party
Platform
Management AERI Platiorm Platform Process Manager Middleware
Symphony Integration
System Event Deployment Logging Portal Service
Resource Service Service Service Service Director
Orchestration
Platform EGO Kernel
SO| Infrastructure
Plug-ins
| | | | | |
. ) Linux Windows Aix Solaris Servers Desktops
Grid Devices COHW HW HW HW HW HW

COPYRIGHT @ 2003 FLATFORM COMPLUTIMG CORPORATION, ALL RGHTS RESERWED.
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Platform For LSF Administrator

1) Hosts’ environment setup
- Hosts’ OS setup, dual boot, multi-boot, diskless, image based

provisioning, VMs etc...... all according to DDC'’s guidance
- Install applications, LSF etc...
2) Install DDC

- Install the package

- Configure the hosts information, l.e. name, IP, ipmi, personalities,
into DDC

- Configure mappings between host personalities and LSF host
types, OS types — possibly with other Boolean resources

- Configure DDC provision mode, policy and control parameters
3) LSF

- All hosts, all different personalities, need to be LSF hosts

- Define special gueue for DDC to use, provisioning jobs

- User submit jobs requiring certain personality, can use the “-R
[ostype=="personality”]”, or by default we use the host types

COPYRIGHT @ 2003 FLATFORM COMPLUTIMG CORPORATION, ALL RGHTS RESERWED.



Platform Three modes of provisioning

» Workload policy driven provisioning

» Calendar policy driven provisioning

« Admin can take manual actions any time

Dezhboard:  Abioit Platicitn r--1-4n1- emert Corsole  Logofi  knovwledoe Certer  Administiator =fadmin 4:,:-, : :D

Platform Management Console O %

Expanct 11| Callspse Al | Refresh
= E}hﬂfanage Warkload
E| Ljﬂepnrfﬁ
Standard Repotts
: 2 Custorm Reports:

mEuhmmamn
----- 2 Batoh ok

@ Projects
DvEf‘,-RBSuumEE

E| @Huﬂ Repurposing

[}_—y‘%fmal Sem‘ers

----- Hmib0ib1
m] “irtual Hosts
Itl] F‘F]g.f:s;cal Hosts
E F'ulu:g
[ Events:

M) Hosts

Falicy

Only one of the following repurposing policy can be supported at ane time, please select ane from the follawing options.

- Manual Only Repurposing

% Use manaul repurposing when you want to manage hosts for personality manually only.

" Manual And Workload Driven Repurposing
o

i Use workload driven policy when vou want to manage hosts for personality based on resource dermand. click on setting
button to define details.

I Settitigs

-T" Manual And Calendar Driven Repurposing

@ Use calendar driven policy when you want to manage hosts for personality on calendar base. click on setting button to
define details.

Settings
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ow — Manual/Calendar

manual

1. Provisioning
trigger by
Admin/Calenda,

. Rrovision job

3.Job
dispatch B4
to host -« calendar
4. Inform
DDC for
real
action
6. Host
reported
back to LSF
with new

personality




1. Bhosts, bjobs

O automatic

. Rrovision job

3. Job /
dispatch
to host A
4. Inform _ e,
DDC for :
real : RS
action 4 7Y
6. Host
reported 4 [Cluster Mga
back to LSF Repurpose
with new the node

personality




Platform Use case 1: Admin manually switching resources

1) Description:
- Resource switching by admin (manual only)

- User asks admin requiring more Linux hosts to serve their
workload, and Admin takes manual action to add 70 Linux hosts

2) Example below:
- Before: Linux:20, Windows:80
- After: Linux:90, Windows:10

Demand & %
Resource | 100 /

type / Total resources

distribution Windows
resource

Linux workload

Resource

type
distribution

r
>
3

respurce

v
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Platform Manual mode provision

Admin switching one host, Host1, to RHEL5 RM 1CPU

off: i I Ceniter A ominT oS

Platferm Management Console Otgt?

i ik Host Candidates | Host Personalities |
Ef [__»,rhﬂ,an agaw ork Ina;:i

o DRE}JMS |.ﬁ.|:'t||:uns ;’I
- . B”t:andaﬁzf Repnr‘rs : Hostnarme = Any; OS5 = Any; State= Any; Personality= Any; Sort jobs by: Host Mame; BFilter Settings |
.C tom R I { Filter Result: 28 hosts found.
= USTOrm ~epors. :
g Subrission || [ % Mizvions | 1-12 | Nexti 13-24 1> | Lasti 25-28 ) M |
T =Ha= = ; iy #Running CPU i
Lk sanal Pl bl =t kst
gﬁatch Jubﬁ I3 e Shate Running ©5 Fersonality #CPL itz s Min TTL
""" Prajects .
: i windows e -
E‘J:.E}E?ED_HV?:_B@' I Hostl repurposing >n00 WIN_RM_ZCPU 2 # = 0 Actions = I
-E'_'l"-?fHd'B-t REQ.UEE}D‘E:IHQ [T Hostz ok Linux 2.6 RHELS_RM_2CPU 2 0 1% 0 | Actions -
' E*B‘\ﬁftusﬂ Saners ' .
Elbdél tEIB [T Hosts closed Linux 2.6 RHELS RM 1CPU 1 20 20% 1] | Actions .-'I
..... in e
E‘* amdls [T Hostd  unawail
'rl b0k w Repurposing Hosts
™ Hosts ok
g Vﬂftual HBSTS ) Hosts to Be Repurposed Hostl.platfarm.com
Flh mcal Hnsts [T Hoste ok
B e |Y R Host Personality RHELS_RM_1CPU
Folicy
E\-'enté M Host? ok Handle Running Jobs T Kill all running jobs @
m - T ait for running jobs to finish (2]
<8l Hosts [T Hostdg  closed & yait running jobs to finish far: |6III seconds @
[T Host?  dlosed
|pepurpose| |Cancel |
[T Hostio ok
[T Hostli ok
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Platform Manual mode provision (cont)

Admin manually switching hosts personality by specifying number of hosts required,
Admin can also define the resource requirement string to further refine the scope. The
workload manager will select the best hosts, earliest available hosts, for repurposing.

Host Candidates ‘ Host Personalities

2Perzonality Marne Tvoe 05 Mame # of Hosts  [dle Hosts  Share Deserved Hosts
WIMN_RM_2CPLU Multiboot Windows 2000 10 10 1 10 i_._':'._l_::t_iclns -'ri
WIM_RM_1CPL Diskless Windows 2000 20 2 a 20 ,_.lf._g’_ci_nls___';l

WIN_FLM_4CPLU

!Repurpusel !Eancell

RHELS_RM_1CPL i
- = wRepurposing Hosts 'i
RHELS_RM_zCPU Host Personality RHELS_RM_1CPU j
RHELS_RM_4CPU Number of Hosts | @ 1
RHEL&E RM_1CPU Resource Requirements [type==_INLIX e 1
RHELS_RM _2CPU Handle Running Jobs  kill all running jobs @ ]
@ yait for running jobs to finish e
RHEL&_RM_4CPU oy ait for running jobs to finish far: IEEI seconds @ :l
RHELE_RM_1CPL_&d 1

COPYRIGHT @ 2003 FLATFORM COMPLUTIMG CORPORATION, ALL RGHTS RESERWED.



Platform Use case 2: Switching resource based on calendar time

1) Description:
- Workload comes at fixed pattern, I.e. Mainly regression test, using
Linux, after hours and interactive Windows work during day time.
- Calendar rules defined for this action

2) Example below:
- Two rules defined for 9am and 5pm.

- 9am: Linux:80, Windows:20
- 5pm: Linux:20, Windows:80

Demand & %
Resource 100
type
distribution Windows
resource

Total resources

Resource

type
distribution

Linux
resource

v

9am 5pm t
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Platform Calendar driven provision

About Platform Manadement Cr Lo off O Kooy

Platform Mana
iy Manage Worklaad
@--ﬁﬂ"&pﬂﬁ'ﬁ

Calendar policy contrals number of required hosts per personality for calendar time periods,

EEUEH’I}’SE[DH One reoccurring calendar period can be defined by a rule,
! el o - 1 wCalendar Policy Properties
@ Batch Jobs H
| @ Bioects Drescription |Calendar based policy |
E..E.Rasgufceg: Provisioning Period |3|:| | Seconds @
El--EHEES’E.}HE}PiJfPE{EJhQ} Repurposing Step {20 | Hosts @
Eﬁf‘v"fwa' Seners Minirmurm Time to Live |24 | Hours @
B delintos
T é:rh_dE'E | v Rules
""-'Ell.t_’r:lm'l:rﬂ Status Rule Mame Description Rule Details
""@_!.R{’-[F‘I‘HBJ Hosts | L.ﬁ._cti«!-e -—l ri | |once policy for QA department | One time™=
"::%:Eh}fﬁgrll;"ai'Ht'ﬁijﬁ.'. r L.ﬁ.ctive "I |r2 | iD-ain policy for developrnent teaml | Daily™=
o nactive =| |r very working day =
O e 5 E I d Weelkly

Gdd R.I.IlEI IRemcwe Selected Rules] E[ﬁupy the Selected RuIEI

!prlﬂ
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Platform Calendar driven provision (cont)

. b atform ha ert Co Logofi o 5 i Tadmin: xS
Plﬂtfm'm Platform Management Console O{Eﬁ?

i :
E@@pammu@mqﬁeﬁl | Refrash L Coiicy
= Manage Workloar
IER&FD'TS Calendar policy controls number of required hosts per personality for calendar time periods.
DEU’rﬂr‘h‘r&s]aﬂ One reoccurring calendar period can be defined by a rule.

wLCalendar Policy Properties

& Batch Jobs

B @ Pmﬂms i Description |calendar based policy |
Ef: LE-HEEQMEEB, Frovisioning Period |z0 | Seconds @
E"BHUS{'REF}U"TWSTHU 4 Repurposing Step |2|:| | Host= @
Erwﬂuﬂ Servers

Minimum Time to Live

e defimog

: -wRules w Fregquency pattern
Status Fu

Start date:  |Mar 15, 2009 | TF End date: |ApriS, 2009 |FF
M irtual Hosts ANEETE e R s[RI

""m]Fihy:sreangsts_ I [active =] [rz  starttime: [12:00aM =] Endtime: [1z:008M =]

. PD“CY [ i__I_n_a_ct_ivE_ A l_['_i Recurrence frequency:
P Evsnts
=[] Hosts  once
mosts [add rule| |Remove s & Baily Recur every week on:
& Weekly | | Sunday i Monday O Tuesday [ wednesday
e T e = Thursday - Friday B Saturday

W Hosts Requirements

RHELS_RM_1CPU
RHELS_RM_2CPU [z00 |
RHELE RM_1CPU [t0 |
WIN_RM_1CPU [
WIN_RM zcPU [
WIN wM icPo [

i Apply | | Cancel |

Cr



Platform Automatic provision — Resource based policy

Platform Managemd

apanct Al | Collapse Al | Re

Folicy

=0 @Maﬂaga Wﬂrl-duai
E-.-E-Repﬁﬂﬁ Worlload policy controls personality hosts through share number for each personality,

Murnber of hosts for a personality = (total number of hosts in cluster) x sharel A(sharel + sharez + ...}

i
o

. Standard F%Ee-purta
= Custam Repaorts

w Workload Policy Properties

Egvtﬁ&ﬂmmglﬁﬁ Description irorkload driven policy|
ﬁ Eatch Jobs Provisioning Decision Period |5 | Minutes @
@ Projects Repurposing Step |20 | Hosts @

- 5 Resources
=1zHast Repurposing
'ét-ﬁr'i‘x?i'rtﬁﬁl Seners

Minirurn Tirre to Live |24 | Hours @

w Hosts Allocation

""" EF delintds =Personality Narne Type Share  Min Hosts

..... Eipamdlilﬁ RHEL_RM_1CPL Multiboot 11 | 5 |

----- F.mehﬂ RHEL_RM_ZCPLU Image [z | [5 |

Al ‘f_’tﬁual Hosts RHEL_RM_4CPL Diskless 3 | |5 |

m] Physical Hosts ; WIN_ WM _1CPLU WM 4 e |

""'.-__F"3|'E“-f WIN_ WM 2CPL VM 4 | [0 |
[ Events

WIN_WM_4CPL M 4 | [1o |

""m--Hu'Efa-

|Apply| |Back]
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Use case 3: Workload policy. High workload
comes for one particular type of resource

Platform

1) Description:
- High workload comes demand one resource type when the cluster
resources are evenly distributed, and no demand for the other type.

- DDC will sense the shrinking availability of that resource type and
will try to move other types to the demanded type, with each
decision cycle and number of hosts constraint.

2) Example below:

- Two types of resources, each with a share value of 50, with 10
maximum hosts switching step and a 5 minutes cycle period.

Demand & %
Resource 100

type | Total resources
distribution Windows
resource Linux demand

Yy Resource

type
Linux distribution

resource

v

v
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Use case 4. Workload Policy:
Cluster busy with all resources used

Platform

1) Description:
- High workload comes demand all resource types when the cluster
resources are not evenly distributed.

- DDC will sense the shrinking availability of all resource types and
will try to move the resource supply to the desired balance level,
based on the each resource types’ weight

2) Example below:

- Two types of resources, each with a share value of 50, with 10
maximum hosts switching each time and a 5 minutes cycle period.

Demand & %
Resource 100
type Total resources
distribution
Windows
resource Demand
| 50
Resource
Linux '(tjype_b _
resource Istribution
—

v
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Use case 5: Workload Policy: Workload demand swing from one

Platform type of resource to another type

1) Description:
@ High workload comes demand changes from one resource type to
another resource type.
@ DDC will gradually change the personality from one type to another
type
2) Example below:
@ Two types of resources, with 20 maximum hosts switching each
time and a 5 minutes cycle period.

Demand & %
Resource 100

type
distribution

Total resources

Linux demand

Windows
resource

Windows demand

Linux Resource

resource type
distribution

[
»

t
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Platform Controlling VMs

1) Similar rules can apply to VMs too:

Maintain the minimum amount of VMs started and start
more when the VMs are used.

Only start a limited number each time
Decision time period would be the same

Each VM type would also get a share so we can keep a
ratio of them when system is busy

The total number of VMs running on a server is limited
by the server’s number of CPUs and memory size

2) Use Boolean resource to indicate VMs

User can submit jobs specifically asking for VMs, or
vise versa
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Platform \/M server GUI

Ustorm ﬁf:epar‘fs
4 Submission

- Batch Jobs

B Projects

= yResources

= Hast Repurposing

A amans
~Hmiboipit

m]vlnuaf H'F:l.é'tﬁ

M Physical Hasts

- Palic i

O Events

M Hosts

rter  Admin:

This table shows all virtual hosts existing in the selected virtual server host, To start or shutdown virtual hosts, select "Start Up" or "Shut Down"

action list,

Maximum Number of ¥irtual CPUs: 16
Maximum Memory: 8G

[hetons [

=4 W ; i i3 #Runmng  CPU Timne
i — : 5 | ] | ey YTy :
i Namne State Hesknaiie Running 0% Personality #OPU. MermoryiMB) ke \sags: o Lie
[T wMi  starting Hostl ;“E:Eg':"’“s WIN_RM_zCPU 2 512 : : 0 ihdtons
- wMz ok Hostz Linix 2.6 RHELS_RM_2CPU 2 512 0 1% 1 Actions
[T wmMz ok Hosts Linux 2.6 RHELS RM 1CPL Y 1024 0 20% Z |F'.|:ti|:|ns
T um4 closed Hostd
w Migrate ¥irtual Host
WMS il Hosts
I e s Yirtual Host Hostl,platform,.com
™ vma unavail Haoste ‘Current Yirtual Sevrer delint0s.Isf.platform.com
I wmy ok e Migrate to Yirtual Server | amd0S.|sf.platform.com =]
™ wms stopping Hosts
Migrate| |Cancel|
[T wma closed Hosta
T wmio ok Hostil
[T wMii  closed Hostil
T wmiz  closed Hostlz
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Platform \/M hosts GUI

Platform Management Console G’%Q?

Host Personalities

EH{iyReports
B standard Repors U N Ay O3 = i Sty Personaliy =i anyy o ebeby Vi Narne PEltr Setings |
i lter Result: O§Cs Tound.
; ustorn Reparts
[y Subrmission | First | = Previous | 1212 [-Hext{ 13-24 > | Lastl 2528 1 31 |
] i v =41 M : ; Server  #Runmng CRU Min
; 2 3 8 osk ity SB8IVER  FRUNAING LbJ) - MO
g Batch Jobs O Nome otate itnaine HostTvpe Perzonality #CPU Mermory(MB) Host Tabe lsage TTL
“EH Projects .
El--L.‘erﬁ'é‘n'iJ"rC"é‘s:‘ ' r oumi starting Hostl ;‘ggg”ws WIN_RM_ZCPL z 512 delintng s 10% 0 [Actions |
ErigeHost Repremosing I owMz ok Host2 Linux 2.6 RHELS_RM_ZCPU 2 512 delintos 0 1% 1 [actions -]
o Vittual Servers
- F'v.'déj' . C oumz  off Hasta Linux 2.6  RHELS_RM_1CPU 1 1024 delintna : : 2
"'Er'-'amdDE- T wMd  unavail Host ;“E:Bg':'ws WIN_RM_4CPU 4 1024 arndos a 10% O
~Hmibob11 :
M virtual Hosts: C oums ok Hosts Linux 24  RHELS_RM_1CPU 1 1024 amdas 10 40% 0
='"ﬂj]-Ph5{E;i_!_:%_i| Hosts C ume starting Haosts Linux 2.6  RHEL&_RM_1CPU 2 512 amdis - - 10 [actions -
= Palicy , :
At close 05 INUx =, =4 pert am £ 1ans il
[ owm? lased Hast? Linux 2.6  RHEL6_RM_1CPU 1 2048 dns 0 10% 0 [act -|
7 Events e
<M Hosts I ums starting Hosts ;“E:BSDWS WIN_RM_2CPL 2 512 amdos . . 0 |actions <]
I oums  off Hostg ;“E:Bg”ws WIN_RM_1CPU 1 2048 delintos o 0% 0 |actions =]
u} os A ; i ] n ions -
I owmio ok Hostid ;‘ggg”ws WIN_RM_2CPU 1 512 boibil 10 10% 4 [Actions
Coumil ok Hostil  Linux 2.6 RHEL6_RM_1CPU 1 517 ibo1b11 20 20% 0 [Actions |
[T wMi2  migrating Hostl?  Linux 2.6 RHELE RM_1CPU 1 51z ibo1b11 : - 0 [actions -
| Firt | Bravions | 1-12 | Next{ 15-24 13 | Last{ 25-257 3 |
HPreferences
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2009
INFO

Mon Meb 18 12:12:13 EST
Policy:P1

‘i

Ewent Table shows latest 100 events about host repurposing.
| st € Previnus | 1-12 ] Next{ 13-24 1% | Lasi.25-258 1 >
Event Date Event Type User Event Content
Gl 12:232531; INFOQ Policy:P1 Repurpose host ib01b0S to Windows 2000
ERROR Adrninistrator Host ib0eb0z is down
Palicy:P1 Repurpose host ib01b0OS to RedHat 5 (1CPUY
Administrator Host ib06b0Z is down
Repurpose host WMOZ to Windows 2000
Host ib0eb0z is down
Repurpose host ib01b05 to Redhat S{2CPU)

2009
ERROR
Userl

= Manage Waorkload
EIE_;FQEpm‘IS
- = . = Standard Reports
. Sustom Reports
2009
IRFC
Faolicy:P1
Host WMO1 s down

Repurpose host ib01b05 to Windows 2000

Wwed Feb 15 11:12:23 EST

Mon Meb 18 12:12:13 EST

E DSﬂhmrssmn
'--é’l Batch Jobs
i F'raJac:ts
E| EHgst Repurpusmg
= B\thtual Servers
{s delintoa
B amdos
: i wed Feb 18 11:12:23 EST
Fl ibd1h11 2009
i Wirtual Hasts Mon Msh 18 12:12i13 EST
- F'hyswal Hosts 2009
@ Palicy wed Feb 18 11:12:23 EST
: zoog  WARN
o Man Meb 18 12:12:13 EST
m Husts : ome  ERROR
wed Feb 18 11:12:23 EST .
s00o WEARMN Folicy:P1
el i e 132%% ERROR Palicy:P3 Host ib0EbOZ is down
WEd Febie g 23253;5 WA RN Palicy:P1 Repurpose host ib0O1EOS to Windows 2000
PR 12'132'333 INFD administratar Host WML is LR
] [ 1-12 | Mext{ 13-24 1> | Lasti 25-26) #1
Dpreferences
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Platform Report: Host Personalities

ard Ahout Platform Management

Platfﬂl'm Platform Management Console ¢
- Co\ansse Workcad

é.-bﬁ‘épnd‘g (# Report properties
: o el w Report parameters
Standard Reports Time

: Cuét‘nm Répuﬁs % cpecified armount of tirme
- -  specified date/ti

) L pecified dateftirme range
{%I--':D_Suhmtﬁﬁfﬂij Specify an arnount of time
@ Batch Jobs [z ]|Houris) 4 ago until now.
'@ F'rﬂjﬁt:ts Cluster

= Resources. [ acc |

= [ Host Repurposing
B Virtual Servers
F:» delint0f

e amdos Host Allocation Per Personality

Hmibots1 CLUSTER NAME : ACC
0 il Hosts From 2009-04-01 09:59 to 2009-04-01 11:59

T Physical Hosts |

S 2 1104 fese e sssanesassanssarsan
,:F_'_trlu;} _ 106 4 |
Ewvents a0 - i

EPr'uduce Repurti !Cupy to New Custom Repnrtl
w Report {a chart in this case}

B0 Hosts 8071
- 2 704 !
8 ool | / \
= &0
= 50 j J( 1\
e ' I
404 i / )
3|:|J ll II
204 O | E——| | |
10+
ol 1000 01 10:20 01 10:40 61 11:00 DL 1120 0L 1140

Time

- RHEL5 _RM_1CPLl = RHELE_VYM_2CPU —WIN_RM_2CPLI — WIN_VM_1CPL

DL s toierin i 1 i s e s i o e e A, T B e e



Platform Report: Demand vs. Supply

= Reports
| Standard Reports
stom I'eraﬁs
#[_jSubmission
B! Batch Jobs
& Projects
S Resources
= zHost Repurposing
EL o Yirugl Sevars
s delintos
Elr armdds
Hmiotb1
A virtual Hosts
M physical Hosts
£ Policy
L it
) Hosts

[ SN

AR R AR et A R e E

kit Blatiorm Wanas EMERT ¢

Logoff - oK enter Sominist iy e
Platfform Management Console ¢

HHelp

Host Repurposing Demand vs Supply

' Report properties ;
w Report parameters
Time
g Specified amount of time
L& Specified datedtime range
Specify an amount of time

(10| | Hour(s) J ago until now,

Fersonality
| RHELS_RM_1CPU =]

EPruduce Repurt; Il:upy to New Custom Repnrtl
wReport {a chart in this case}

Host Repurposing Demand vs Supply
PERSONALITY NAME : RHEL5_RM_1CFPU
From 2009-04-01 02:01 to 2009-04-01 12:01

v
E
w
=]
=
o
D o
4
EI_
4 =
2.
e v 1 o1 T - = T — — ¥
010200 010300 01.04:00 01 0%:00 010600 O 07:00 01 0800 01 0%:00 0110:00 011100 01 L12:00
Time

= ALLOQCATION = DEMAMD — SUPPLY

PN M e BN e e AW
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Platform The Dynamic HPC Datacenter

 Can the HPC Datacenter please the user (=customer)?
* Provide Cloud-style agility towards both users and
resources
 Beat the legacy issue

e Taking the best of both Grid and Cloud to enforce

business resp. scientific process execution — effectively
& efficiently

* Looking forward to discuss and share with you!

Bernhard Schott
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