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The EGEE production grid

● Huge computing 
power and data 
storage facility:

> 80,000 CPUs

> 250 computing centers world-
wide

> 200,000 jobs/day

> 9,000 registered users

● Toll: latency and faults

http://www.eu-egee.org

http://www.eu-egee.org/
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Variable latencies

RDRC – Job term. succ.
RDR – Job term. succ.
RDRC -
RDR -

RDRC - warnings
RDR - warnings

● Heavy-tailed, multimodal

Based on 33 millions of EGEE jobs, 2005-2007

[Lingrand et al, JSSPP'09]
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Faults

RA - No compatible resource
RA - 
RA – Job proxy expired
RA – cannot retrieve previous matches

● 35% of faults, various distributions

Based on 33 millions of EGEE jobs, 2005-2007

[Lingrand et al, JSSPP'09]
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Quality of Service for grid 
applications

● Assumption: infrastructure only provides best-effort 
– Analogy with TCP/IP model

● => Need for user-level submission strategies

Workload Management System

Application (jobs)

[Meng et al IPDPS'09]
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Outline
● Introduction

● Model and evaluation of 3 strategies
– Single resubmission after timeout        [CCGrid'07]
– Multiple submissions                 [Casanova, JGC 07]
– Delayed resubmission

● Cost criterion

● Conclusion
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Modeling & evaluation method
● Infrastructure behavior

– Latency R is a random variable with c.d.f F
R

– Some jobs (outliers, fraction ρ) have infinite latency

● Submission strategies modeling
– Expectation & stdev of total latency J w.r.t. R and ρ

● Evaluation
– Based on 11,000 probe jobs (Sept. 06 – Feb 08)

F
R

~
F

R
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Single resubmission: modeling

E
J
(t
ꝏ

)

● Job timed-out => canceled and resubmitted 
● Expectation of total latency time:

● E
J
 has a min <=> F

R
 is heavy-tailed

~
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Single resubmission: evaluation
● Total latencies

● Conclusions
– Manages to filter out outliers
– Reduces standard-deviation

Without
outliers

With
outliers

104s 104s 104s

Without
outliers
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Multiple resubmission: modeling

● Submit b copies of the job
– With timeout on the collection

● Expectation of total latency time

b jobs have latency > t

~

At least 1 job has latency < t

F
R
(t) replaced by 1 – (1 - F

R
(t))b

~~
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Multiple resubmission: evaluation

● E
J
 has a minimum for all values of b

● Slope after minimum decreases as b increases
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Multiple resubmission: evaluation
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● Strong improvements of mean and stdev 
● Goes smoother as b increases

Mean Stdev

number of job copies (b) number of job copies (b)
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Delayed resubmission strategy

● Goal: limit the number of simultaneous job copies
– Job submitted at time t with timeout t

ꝏ

– Copy submitted at t+t
0

● Expectation of total latency:

Job 1
Job 2 (copy 1)
Job 3 (copy 2)
...

t
ꝏ
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Delayed resubmission strategy

● Minimal value of E
J

Single resubmission: E
J
 = 471s

Multiple resubmissions (b=2): E
J
 = 314s

Delayed resubmission:  E
J
 = 431s
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Total latency of delayed VS mult. subm.
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Outline
● Introduction

● Model and evaluation of 3 strategies
– Single resubmission after timeout        
– Multiple submissions                 
– Delayed resubmission

● Cost criterion

● Conclusion
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Cost of the strategies

● Based on total middleware time

● When N
// 
copies are submitted in parallel: 

single submission

double submission

0 TT/2T/4

=> middleware time T

=> middleware time T/2
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delayed resubmission strategy multiple resubmission strategy

Cost of delayed VS multiple submission
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Cost of delayed VS multiple submission
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Conclusion
● Need for local user-level submission strategies

– Modeling
– Evaluation

● Studied 3 submission strategies
– Single, multiple, delayed

● Cost metric based on total middleware time
● Conclusions

– Multiple resubmission reduces total latency at a 
high cost (b=2 => 

cost
 = 1.3)

– Delayed strategy improves total latency at a lower 
cost than single resubmission

● Future work: do it live on real applications
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Thank you !

Questions ?
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Back slides
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Future work

● Implementations in real applications
– Need for latency estimates

● Using data from the Grid Observatory
– http://www.grid-observatory.org
– non sparse data
– non limited to the biomed VO
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Job's life cycle on EGEE
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EGEE Workload Management System
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Data

● probe jobs: /bin/hostname
● periodically submitted to maintain constant load
● 11,000 traces acquired

– on the biomed VO
– between September 2006 and February 2008
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