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HPC Centers P

HPC Centers are service providers, for past 35
years

Computing, storage, applications, data, etc IT
services

Serve (local) research, education, and industry

Very professional: to end -users, they look (almost)
like Cloud services<{Am@azomCloud definition: easy,
secure, flexible gaEeEs Ebay per use, self serve)

HPDC 2009 Wolfgang Gentzsch, DEISA 4
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RoadRunner, A

Supercomputing

Breaking the Petaflop/s Barrier * - Applcatons

1986, Cray-2 breaking the Gigaflop/s barrier
1997, Intel ASCI Red, breaking Teraflop/s barrier

2008, IBM RoadRunner, breaking Petaflop/s

- At DOE’s Los Alamos National Laboratory

- 1.026 Linpack Petaflop/s solving 2 Mio equations
- 6912 dual-core Opteron & 12960 IBM Cell eDP

- #1 on Top500 of June 2008 .

f
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Grids "w Jtoi

1998: The Grid: Blueprint for a New
Computing
Infrastructure:

“. .. hardware and software infrastructure . . .
dependable, consistent, pervasive,
inexpensive access to high-end computational

capabilities.”

2002: The Anatomy of the Grid:

“. .. coordinated resource sharing and problem
solving in dynamic,multi-institutional.virtual.,.
organizations.”

HPDC 2009 Wolfgang Gentzsch, DEISA 6
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e, X as a

Cloud: dynamically scalable and virtualized resources
provided as a service over the Internet

'-
21 C

gessible online, anytime,
lywhere

ay for what you use
Avalilable on demand
Platform (Paas) Service Level Agreements
« Automated:

o Scalability

« Failover

Concurency management

Infrastructure (laaS)

Software (SaaS) @&



The Cloud of Cloud Companies

* Amazoi * Akamai
e Google e Areti Internet
e Enki

e Fortress ITX

e Salesforce

e Microsoft

e Sun e Joyent
* |IBM * Layered Techpologies
e Oracle * Rackspace

e EMC e Terremark
e Xcalibre

e Cloudera

e Cloudsoft e Manjrasoft

HPDC 2009 Wolfgang Gentzsch, DEISA
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Example: ANEKA Cloud platform ™= o=

p
SaaS | cloud applications
T Social computing, Enterprise, ISV, Scientific, CDNs, ...
\.

Cloud Programming Models & SDK >
®
Task Thread Map Reduce Workflow Third Party ;3_
Model Model Model Model Models o
. o
Core Cloud Services c
o
Management Negotiation Pricing Billing Metering =
Job Execution Monitorin Admission Data o
Scheduling Management 9 Control Storage 5
VM VM Virtual Machines
Management || Deployment @} {‘@33 @b
Windows Mac with Mono  Linux with Mono
Amazon
l Pl’lvate CIOUd Microsoft

LAN network

Courtesy:
Raj Buyya
Grids Lab

HPDC 2009 Wolfgang Gentzsch, DEISA 12




Sustainable
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Advantage

LEGAL &
REGULATORY

Wolfgang Gentzsch, DEISA
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e-Infrastructure Challenges ™«  3r=m

Sensitive data, sensitive applications (med.patient
records)

Different organizations have different ROI
Accounting, who pays for what (sharing!)
Security policies: consistent and enforced across the grid
Interoperability of components and grids (standards ?)
Current IT culture is not predisposed to sharing resources
Not all applications are grid-ready or grid-enabled

Open source is not equal open source (read the little print
SLAs based on open source (liability?)
“Static” licensing model don’t embrace grid
Protection of intellectual property

Legal issues (FDA, HIPAA, multi-country grids)

HPDC 2009 Wolfgang Gentzsch, DEISA i
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Realtime access to earthquake 0-0-836/,#008 3504

NE grid Tiov 14, 2002 0540 pm A
WorkTool; B My Workspace  NEESgrid UNR _ NEESgrid Support  NEESgrid Al

Shake table experiments at remote sites. & —alls

Home

schedule st [0062781 |

Announcements|  sine2 |-0.24860 .
A CHEF (dev-local); Worksite - Microsoft Internet Explorer = B% Rescuices sined |-0.187381 -
o
File Edt View Favorites Tools Help ‘.' L sined 0125333 -
1 A S Server | -
L o Back ~ X ﬂ g | ) Search Faworites Media <) L= by,
0O B0 P fprem @ 0 3§ IS B T R —

aderess | (&) hetpneespop.ce.unr edu:5271 fehef portaligroun NEESaridUNR, pags default psmifis_paneP-F162b04bFe-10006 v kG0 Links Ehiotebook : s

Dat
NEESgrd o, 2002 35 47pm B —
WorkTaol; ® 8

My Workspace  NEESgrid UNR  MEESgrid Support  NEESgrid Al

Sl

Telepresence

NEESgrid =
‘ Video Cameras Repository ‘
ey }
) Al @ A ly - B %
Home O' v \ﬂ ﬂ d/ @f“"—“ T @ 2 j&@ i
RS NEESarid Tlov 14, 2002 05:42 pm &
bedul TeleRobotic Video Camera 1 e O (i etkepana NEESgrid UNR _NEESgrid Support NEESgrid Al
Schedule L NEES Data Browser
‘wr‘\x‘»fw " . ] i
mouncements| . |NEES Repository @ UNR
Resources Schedule
Symbal key:
Discussion M‘ £ The folder is open (dlick to close). £ Configure data streaming and recording far this
—lke“"ms &5 The folder is cosed (clk to apen). =l Make this event viewable with the NEES data

R & Download this file using GrigFTe, viewer,
Server S Upload a file to this folder using GridFTP. = Follow a link between ohjects.

Telepresence

Video Cameras e
video Cameras

ENatebook Delete Object a
4| ENotebook
Data Data
Browser/Viewer Bromserfileverll | &5 o poot) Folder "Data Acquisition"
; NEESgrid & UnR Demo
NEESgrid Ecposion) 5 Bridge Shake Table Experiment name (string)
Repository — e 3 Data Acquisition LRaciies
& E ?g hite Noiselsieter) lastAccessedTimestamp (timestamp)
Chat Browse Testbed Identification 9002-11.12 13:15:06.055

e W white hoise System

Browse Testbed R e ar) IssthdfeaTimss s (timsstsr)

- - — - - — News d] 2002-11-12 13:15:06.035
iﬁ (1 item remaining) http:ff1:34, 197,37, 119 axis-cgifmipg video cgitresolution=Fullsizefcamer a=1 q A e
. ey il b éj white noise originalliersionlD (ohject)
Logout ey sensor data W Data Acquisition
1 & white noise
Gustomize I sensor data versionumber (intager)
& sensor data 0

Users Present

10609-12-31 18:00:00.0

et & @9 1940 Imperial Valley-El
n Lsrs Shumann Centro 100% creationTimestamp (timestamp)
Wi Imperial Valley-El Centro 2002-11-12 13:15:06.055
100% Channel Canfiguration
[} People lockTimestamp (timestamp)

HPDC 2009 Wolfgang Gentzvsch, DEISA 16
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Portal Home | BIRN

Login Information

BIRN

BIOMEDICAL INFORMATICS RESEARCH METWORK

BIRN Portal Login

Username: |

Passwaord: |

Login |

Eequest a BIRN account
(must be a BIRN paricipant)
Email BIRN Portal adminz

Portal Requirements

You rust have cookies enabled to
login to the BIRN Partal, in addition,
Javascript is highly recommended but
nit requirad.

The latest version of Java will be
required to access some of the
applications.

For optimal browsing please use a
Mozilla based browser.

Oilder versinns nf Safari will exoerience

Welcome to the BIRN Portal

guest registration.

;l ;

The Biomedical Informatics Research Network (BIRN) Portal provides BIRM
mermbers with a single sign on web portal to access data grid files, computation
grid resources, and a variety of collabaration tools to facilitate the scientific needs
of BIRN researchers. MNon-BIRN participants may access the portal through a

O

HPDC 2009

Wolfgang Gentzsch, DEISA
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RI-222919



W Distributed
w European
* Infrastructure for

e Supercomputing
» Applicafions

nnan:
UserProfile  MaplIntegration

GEON Search

Q retadata Related: Select a Subject to Show Resources

Choose resource type:

| Biological oceanography Chemical oceanography Cryology

| |<Ml Resource Types> j Ecology Education Environmental science

' Choose subjects: Forestry Geochemistry Geologic time

: |<Ml aubjectas Geology Gn.enph\,rsws Human geography
Hydrology Mineralogy or petrology Matural hazards

Optional keywords: Other Paleontalogy Physical geography
| Physical oceanography Soil science Structural geology

Technology

€ Spatial Coverage:

| Type a place name: {These subjects will be reorganized soon by something similiar to the classification fr

| I GeoRef.)

or select an area on the map:

Resources in Geology 1-5 of 17 files b

Title: Arizona Geology Map sk

Format: shapefile

Dataset Id: GEON-25dfh3db-e710-11d8-h226-ab22ed768 100

Spatial Coverage: North: 37 East: -109.04 South: 31.33 West: -114.82
Temporal Coverage: any

Description: This is a geology map of Arizona in USa,

& Semantic Annotations: see details _'|ﬂ
HPDC 2009 Wolfgang Gentzsch, DEISA 18 e
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NSF LEAD project - making the tools that
are needed to make accurate predictions of
tornados and hurricanes.

- Data exploration and Grid workflow

=)
@
=
L]
bdl .
&
|

~7

anrtai Home {l Geo GUI | Education and Outreach | Weather | Links | About LEAD

flents for Atmospheric Discoveryl

National Science Foundation

Help

User Name I |- Memany: 3615051274 MB (67%) Lotitude: 26,1 Longitude: -80.2 Afude: 7047 m

/. ]
RADAR REFLECTIVITY FROM RADAR CODED MESSAGES I
HATIONAL WEATHER SERVICE [~ Remember my login
AUTOMATED EDITING APPLIED '
SEP 24, 2885 21:49 UTC Login |

Password

% X Workflow Composer i, |EI|5|
Create new account Workflow Mylead Component  Maonitor Help
Forget your password? Al Mocle | Remove Nocls || ConnectDisconnect
i Cotnpotent List k et
LEAD Grid Testbed Status § compaser |
B i . i - Components -
Test i e Grig &2 System Components [
IU [chinkapin] | 4 ' 4 = IE_p:J'.'Wh'rtney.Extreme.\nd\ana.adu: S I ey |
[ bttp: £ extreme indiana e e E i
HNCSA [copper o
[copper] v v v > noier e -
oU [aguaman] v v | v &2 Muliplier eaeie ™ H—, e ]
UAH [frozone] v VvV \'d 2 Divider ( g S
S decacler ) (o \
UNE [danteo] b 4 K| K S thredds [ ot ie] T ¢
unidata [leadl] v 1% v S arps-tm o / = 7 v
. S arps-sfc L { 1)
Last updated: Sut Sep 24 17:00:00 2005 Indiana L < [pnereeimg]
ext2arps-hc _l;l e s -
4 | * [ecoter, ] ¥
- s . gl
= Cotnpanent Informstion | ) 2
| | rortintormation | netification |
1 . [ Selected Output Port: Selected Input Port
— Service: decoder i R
2@ DBZ
B 15 pEZ Component: Output URL
e Description: Pty Eatangtar
Type: Any
A service for decoding raw eta data to Description: This port can be
LEAD Home FAQ Privacy Terms of use Contact us netcdf format connected 1o any type.
HPDC 2009 Operation: Run
El

RI-222919



Renci Bio Portal % oo

Providing access to biotechnology tools running on a back-end Grid.

‘2l Bioportal My Workspace: Applications - Microsoft Internet Explorer provided by Compag

B Ieve rag e State _WI d e File Edit  Yiew Favortes Tools  Help
I . Coogle-|  v| [C sewch - @ | g PPk Shoserbiocked | A check - [ Edoptions &
I nvestl I le nt I n Address ‘Ej https:/fvelma. renc.unc. edu: 6443 /bioportal/portalfuser flavaryalis_pane/P-F0545b2177-20017 Pgetvm=truetexpert=truetvmfile=blast2. vm&frm_menustate=1518&eventsubmit_doGetym=Get+Entry+Form V‘ >

Links @jcampaq @Customlze Links @Free Hotrnail ﬂ Rediscaver AOL @Wlndows % windows Marketplace @Wlndows IMedia
bioinformatics Q- © @ @G Lo Foros @ - & R NcR-1°) B}
- undergraduate &
graduate education,
Bioportal Application Panel
facu Ity research m Select an application BLAST2: with gaps (Altschul, Madden, Schaeffer, Zhang, Miller, Lipman})

Job History = Applications

- another portal Membersing_| £ 8 Heiie
soon:

schedule -~ banana
national evolutionary j—i=

Type to seaich (G| = |

A
BI1 OPORTAL Sep 25, 2005 12:22 am

Resources

(ax

|h|astp amino acid query / protein db “ | Blast program

(1 binsed (@ = required, ® = conditionally required)
File Transfer

synthesis center "

Lavanya Ramak

checktrans @ Sequence File : please enter gither

crdna 1. the name of a file: | | [(Browse

cons 2. or the actual data here:

(sequence format)

Tl o]
o
=

denapseg I:l Start of required region in guery seguence (-L}
diffseq I:l End of required region in query sequence (-L)

dnadist |env_nr: Mon-redundant ervironmental samples from GenPept+PDBE+SwissProt+PIR+PRF V| protein dh

|env_m: Erwironmental Samples "| nucleotid db

Filtering and masking options

drawgrarm Selectivity options

e e e e e e e e e o o o
o
Eﬁ

req Scoring options
e

S| @ Internet

_—
74 start
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3 NANOHUB.ORG - Microsoft Internet Explorer * A'pp
File Edit ‘iew Favorites Tools Help H
IJ Back - xi E| , - Search 3. Favorites {§2 bl = ;.1 ‘-_‘3

& ] http:ffwavaw . nanohub.orgfindex. phpFoption=com_wrapperfarap=R.asMol

HUB

Online Simulation and More

Search: [search...

= Rashol Versich 2.7.1.1 s
File Display Colours Opfions Expor ] Help

Home

n-Line Simulation
ectronics

HEMS

Process

General Productivity
Tool Index

Help

Resources
Courses
Short Courses

Seminars

Education
Hano Curriculum
Summer Institute

Summer Schools

Community
Linking Bio & Hano
Hanocomputing Debate
Forumn
Repository

2] Applet vncviewer started B £ Internet
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usermame:[ _
C [ ] I [ M ] AI Welcome to the Pascword: I— Login |

I® Remember me on this computer

Common Instrument Crysta”og raphy Portal Login Help

Middleware Architecture

Home Current Status Data Repository About
IUB TUMSC The Purdue Chemistry Crystallography Center .
The Purdue Chemistry Crystallography Center
IUB Myers
Hall
Disable your browser's cache to get the live stream!
Purdue
Crystallography
Center
CSAF Sydney,
Australia
Minnesota
X-ray Lab
ChemMatCARS
- Univ. of
Chicago at
APS
Other Data from MNonius Kappa
collaborators {Under development!) <0>
Total Number of jpg: 10
NCS Frame: s01f0010.jpg Streaming video from the lab showing the Nonius instrument Streaming video from the crystal microscope on the Nonit
Southampton All available jpg images diffractometer
—LLUK Browse the 20 latest jpg images
Local datedtime: 2005-09-24 11:36:54
These values are updated approx. every B0 sec. Times in UT(
LabJack U12
Instrument Enclosure Temp. & Humidity: 234C 2005-09-24 16:35:5¢
Rel. Humid. 43.1 %
Chill Water In: 164 C 2005-09-24 16:36:2¢
Chill Water Out: 193C 2005-09-24 16:36:2¢
Generator Relay Voltage: 342 2005-09-24 16:36:4€ [
ali B e X-ray Generatoris: OFF L 18 wie

RI-222919



ServoGrid Portal

Usemame:
L

in
Password: -

oY i,

Create New Account | Login Help

QuakeSim Web Portal User Manual QuakeSim Web Site

HPDC 2009 Wolfgang Gentzsch, DEISA
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Belfast e-Science Cenlre

BGSC : 3 “E-;e:neqrig : =" | EF

GridSphere

Home

. loghn
-
fUS'Ion User Name |
) Od 188 3/nf€( Password |
from genes to proteins to antibodies [~ Remember my login

Login I

Forget your password?

Welcome to the GeneGrid Prototype - Release 0.6

This is the GeneGrid Test Bed release 0.6 managed by the Belfast e-Science Centre, utilising resources in
BeSC, Queen's University of Belfast, Melbourne University, BT and the San Diego Super Computing Centre.

Users are limited to selected staff of both commercial partners = Fusion Antibodies, Amtec Medical - and the
Belfast e-Science Centre. To obtain a user account, please contact the appropriate representative - PV, Jithesh

(BeSC), Mark McCurley (Fusion} or Dr. Shane McKee (Amtec). Authorized users will be provided with a username
and password by BeSC.

All users are requested to subscribe to the GeneGrid mailing list and to use it for directing gueries etc. Mail
GeneGrid, and place the word "subscribe” (without the quotes) in the message body.

For more on the GeneGrid project, please click here.

Important Note: Current GeneGrid Users please continue to use the Release 0.5 available here.

@Scie:f [

@3 powered by gridsphere

HPDC 2009 Wolfgang Gentzsch, DEISA 24
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About

Downloads

Components
Component Overview
Research Componenis

Using myGrid

Research Using myGrid
Links

Publications
Contact

-

Log In

Username

Password

Log In

Mew Account Signup
Forgot Password

Wieb Service (Grid Service)
External  Soaplsh T Fossnise
Services : ~ Gowlb

B myGrid components - overview

myGrid is a collection of services and components that allows the high level integration of biological
applications. The architecture provides the infrastructure necessary, in a web service enviranment, |
e-science workbench that actively supports the scientific lifecycle. Each component or service contri
system that allows the e-scientist to perform complex in-silico experiments across distributed bioinfo
resources.

25
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new “petaflop” supercomputers

- PRACE PRACE
» * petaflop supercomputers

ual supercomputer

and regional

! —

Mario Campolargo 52

European Commission E“;

OGF23, June 2008 az
.

e-infrastructure
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Vision:
Persistent European HPC ecosystem integrating Tier-1
(Tflop/s) centres and European Tier-0 (Pflop/s) centres.

Mission:
Enhance Europe’s capability in computing and science
by integrating most powerful supercomputers into a
European HPC e-infrastructure.

Built European Supercomputing Service on top of
existing national services, based on the deployment and
operation of a persistent, production quality, distributed

supercomputing environment with continental scope.

=
HPDC 2009 Wolfgang Gentzsch, DEISA 28
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Consorzio Interuniversitario

N Ech;jl [ }

DEISA1: May 1st, 2004 — April 30th, 2008
DEISA2: May 1st, 2008 — April 30th, 2011

HPDC 2009 Wolfgang Gentzsch, DEISA 29
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~ DEISA dedicated high speed network ';* “{_@i’%
- on GEANT2 and the NRENs 1

UUUUUUUUUUUUUUUUU

1 Gb/s GRE tunne| - —
. 10 Gb/s wavelength
E 10 Gb/s routed =

a;.,g—mg—: 10 Gb/s switched

e

HPDC 2009 Wolfgang Gentzsch, DEISA 30
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Categories of DEISA services™* «=

) <~ requests development —
Technologies

— offers technology —»

HPDC 2009 Wolfgang Gentzsch, DEISA 33




Multiple
ways to
access

Single
monitor
system

Data staging

tools

Workflow

managemnt

Job
rerouting

Common
production
environmnt

Unified
AAA

Data
transfer
tools

Co-
reservation
and co-
allocation

HPDC 2009

WAN
shared
File system

Network
connectivity

DEISA Service Layers

Presen-
tation
layer

Job manag.
layer and
monitor.

Wolfgang Gentzsch, DEISA



CINECA user

joo Hl -

Gateway
IDRIS Gateway
HLRS Gateway
HPCX

Gateway
CINECA NJS
FZJ IBM
Gateway L
BSC oB_ | [uubs |
NJS
ECMWF IBM P5 _
L1 — N
[ DB ] [uupB]
\\ AIX :
LL-MC
AIX
LL B .
NJS .
CSC Cray XT4/5 . = ., .
| .
| b8 |[uupbe]| {unicosic R
PBS Pro e
NJS L L N FF  F Y
CINECA IBM P5 /
L | E— 8y
LL-MC
[ o8B | [uubs]
LINUX
Maui/Slurm
NJS
BSC IBM PPC
LI i —
[ B ] [uubs]

NJS
IDRIS IBM P6 /"
] NJS
HLRS NEC SX8
[ ibB |[uupB ]
Gateway
SARA
HPCX Cray XT4
. “|Super-UX]= M
. LCE | IDB__ | [uuDps |
2
. X
A
e X UNICOS/Ic
3 PBS Pro
NJS
5 LRZ SGI ALTIX
G . e DB | [uups |
=S LINUX
—_— . PBS Pro
.-’.'. [] lllllllll.‘
: AIX
, LL-MC
LINUX NJS
LL RZG IBM
NJS [ 0B | [uubs]
SARA IBM
i8] [uups |Pand Gentzsch, DEISA 38
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A jouch  BINS

FORSCHUNGSZENTRUM _
IBM P6 & BlueGene/P e —— NEC SX8

lepcC|
(|- Cray XT4
[ -~
PBS Pro

cray X145 { unicosiic — — -
PBS Pro - g SGI ALTIX

.

0 *:-.-._' .

=

e s —
Consorzio Interuniversitario | | A7
IBM P5

et

([t () s
aursiurm -\ s M ppC LL IBM|?5+ P

© v

Global transparent file system based on the Multi-Cluster General Parallel File System
(MC-GPFS of IBM)

H
B

y 4

HPDC 2009 Wolfgang Gentzsch, DEISA 34 T
RI-222919
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Management of users in DEISA *» o=

* A dedicated LDAP-based distributed repository
administers DEISA users

 Trusted LDAP servers are authorized to access
each other (based on X.509 certificates) and
encrypted communication is used to maintain
confidentiality — |

SARA

BSC CINECA  CSC ECMWF EPCC FZJ HLRS IDRIS LRZ RZG

HPDC 2009 Wolfgang Gentzsch, DEISA 33 -
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Common User Administration

e Each partner is responsible for the registration of
users affiliated to the partner (home organization)

e QOther partners update local user administration
(LDAP, NIS, /etc/passwd) with data from other
sites on a daily basis. Based on trust between

partners! |

Administrators at site B, C ...
create local accounts
based on Idap query

LDAP server
Site A

user added to LDAP
server at site A

HPC system at
Site B

HPDC 2009 Wolfgang Gentzsch, DEISA T
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DECI launched in 2005: complex, demanding, innovative
simulations requiring the exceptional capabilities of DEISA

Multi-national proposals encouraged
Proposals reviewed by national evaluation committees

Projects chosen on the basis of innovation potential,
scientific excellence, relevance criteria, and national priorities

Most powerful HPC architectures for most challenging projects

Most appropriate supercomputer architecture selected

=
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Calls for Proposals for challenging supercomputing projects from all areas of &lence

DECI call 2005

51 proposals, 12 European countries involved, co-investigator from US)
30 mio cpu-h requested
29 proposals accepted, 12 mio cpu-h awarded (normalized to IBM P4+)

DECI call 2006
41 proposals, 12 European countries involved
co-investigators from N + S America, Asia (US, CA, AR, ISRAEL)
28 mio cpu-h requested
23 proposals accepted, 12 mio cpu-h awarded (normalized to IBM P4+)

DECI call 2007
63 proposals, 14 European countries involved, co-investigators from
N + S America, Asia, Australia (US, CA, BR, AR, ISRAEL, AUS)
70 mio cpu-h requested
45 proposals accepted, ~30 mio cpu-h awarded (normalized to IBM P4+)

DECI call 2008 (ending June 30, 2008)
66 proposals, 15 European countries involved, co-investigators from
N + S America, Asia, Australia
134 mio cpu-h requested (normalized to IBM P4+)
42 proposals accepted, 48 mio cpu-h awarded (normalized to IBM P4+) =
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Example of a Next-Generation
e-Infrastructure in Industry

Telecommunications

silent revolution in Telecommunicatio
Convergence of smart phones, broadband,
and cloud computing
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CAPC from HTC

T83 Tablet from Asus, Taiwan,
demoed at CeBit 2007

Asus R2H

i
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250 million phones shipped
250 different models since Symbian’s creation

2009

100 million

Symbian Ltd was phones shipped
founded by Ericsson,
Motorola, Nokia and
Psion to create

Symbian OS

» Nokia acquires Symbian Ltd
» The Symbian Foundation
is announced by the initial

board members.
2006

1998

y 4
HPDC 2009 Wolfgang Gentzsch, DEISA 41 e
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Location Apps

Device

Personal
Comms
Apps

Multimedia
Apps

Productivity
Apps

Connectivity
Apps

Application

Location Connectivity

L i Device i
Personal . Multimedia Runtimes Ul

Productivity :
Comms Mgmt MW Services Middleware & Web Middlew

Data MW MW MW are
Comms

oS (O
oS . oS OS Data oS : : :
, Runt . P I .
Security an%ln Vl\r/r;% Location B comms gg?norgg STy Multimedia | Graphics

Security
MW

Middleware

OS

OS Base Services
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Standard Grid Concepts % mE""b :

are often not scalable for millions of users

-l .




W Distributed

4
Grid and virtual cache concept's =

[
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The Core:
A scalable Infrastructure

GRID
A A A
Y v Y
GRID API App"c‘fﬁ'ms
' Services

Example:
GridwiseTech
Momentum

Relational
database
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Devices like desktop, laptop, minis, smart phones, and
sensors, are islands of capabilities today.

However, with an image (or clone) in the cloud

... enabling deep content services not able on the device

smart mobiles will become the primary (access) device
for all communication and computing needs

ISV’s will provide a value-added service by mobilizing
their application

=
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ISV’s are providing value-added services
By developing light versions for smart phones

o Salesforce: Mobile Lite, CRM
« Omniture: SiteCatalyst, Web analysis

* Interchange: SalesNow
« Workday: HR and ERP

Business Model:
 attract new customers for their phone services
e attract new customers for their Web services

HPDC 2009 Wolfgang Gentzsch, DEISA 47
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Your Digital Shadow X Aomicaton

All your devices will have a clone
In the cloud
Sitting in a secure container
Accompanying you anywhere
As your Lifelog

or
- Your digital shadow in the cloud -
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More about DEISA In:

Thank You!

Gentzsch@rzg.mpg.de
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