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* Experiment environment:
« Jaguar supercomputer at ORNL

 Combustion simulation code S3D

Varl Var2 Var3 Vard

Chunk 256°/128MB | 128°/16MB 64°/2MB 32°/256KB
Variable | 4096°/512GB | 2048°/64GB | 1024°/8GB | 512°/1GB

» Scientific applications generates massive
amount of multi-dimensional arrays

* Read performance is crucial for application
execution and data post-processing
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